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Introduction to segmentationIntroduction to segmentation

• The main purpose is to find meaningful regions with • The main purpose is to find meaningful regions with 
respect to a particular application

− To detect homogeneous regions

− To detect edges (boundaries, contours)

• Segmentation of non trivial images is one of the difficult • Segmentation of non trivial images is one of the difficult 
task in image processing. Still under research

• Applications of image segmentation include• Applications of image segmentation include

− Objects in a scene (for object-based retrieval)

− Objects in a moving scene (MPEG4)

− Spatial layout of objects (Path planning for a mobile robots)
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Principal approachesPrincipal approaches

• Edge based methods• Edge based methods

− Based on discontinuity: ex. to partition an image based on abrupt 
changes in intensity

• Region based methods

− Based on similarity: to partition an image into regions that are − Based on similarity: to partition an image into regions that are 
similar according to a set of predefined criteria 

Solution can be based on intensity, texture, color, motion, etc.
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Detection of discontinuitiesDetection of discontinuities

• 3 basic types of gray-level discontinuities:• 3 basic types of gray-level discontinuities:

− points , lines , edges

• The common way is to run a mask through the • The common way is to run a mask through the 
image 
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Point detectionPoint detection

• A point has been detected if |R| ≥ T, • A point has been detected if |R| ≥ T, 

− T is a nonnegative threshold
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Line detectionLine detection

• If |Ri| > |Rj| for all j≠i – the point is within line i.

• Use one mask to detect lines of a given direction • Use one mask to detect lines of a given direction 
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Edge DetectionEdge Detection

• First derivative – detect if a point is on the edge 

• Second derivative – detect the midpoint of the edge (zero-crossing property)
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Edge detection in noisy imagesEdge detection in noisy images

• Examples of a ramp edge corrupted 
by random Gaussian noise of mean 0 by random Gaussian noise of mean 0 
and σ = 0.0, 0.1, 1.0 and 10.0. 
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Edge detection: calculating derivativesEdge detection: calculating derivatives

• First derivative: magnitude of the gradient• First derivative: magnitude of the gradient
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• To calculate: apply gradient masks• To calculate: apply gradient masks

Roberts: Prewitt: Sobel:Roberts: Prewitt: Sobel:
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ExampleExample
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Edge detection: calculating derivativesEdge detection: calculating derivatives

• Second derivative: Laplacian• Second derivative: Laplacian
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• To calculate: apply laplacian masks

yx ∂∂

• To calculate: apply laplacian masks
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Edge detection: Laplacian of GaussianEdge detection: Laplacian of Gaussian

• Laplacian combined with smoothing as a • Laplacian combined with smoothing as a 
precursor to find edges via zero-crossing.
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Mexican hatMexican hat

the coefficient must be sum to zero

17/50



ExampleExample

a) Original imagea) Original image

b) Sobel Gradient

c) Spatial Gaussian 

smoothing functionsmoothing function

d) Laplacian mask

e) LoGe) LoG

f) Threshold LoG

g) Zero crossingg) Zero crossing
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Edge linkingEdge linking

• Local processing• Local processing

• Global processing via the Hough transform• Global processing via the Hough transform

− Looking for lines between edge points

• Global processing via the Graph-based 
techniquestechniques

− Edge points are graph vertexes

− Looking for optimal path in graph
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− Looking for optimal path in graph
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ThresholdingThresholding
image with dark background 

and a light object

image with dark background 

and two light objectsand a light object and two light objects

Global – when T is the same for all points of the image• Global – when T is the same for all points of the image

• Local or Dynamic – when T depends on (x,y)

• Adaptive – when T depends on I(x,y)
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Global thresholdingGlobal thresholding

• Based on visual inspection of histogram• Based on visual inspection of histogram

• Automatically

− Select an initial estimate T .− Select an initial estimate T0.

− Segment the image using T0: regions G1 and 
G2 consisting of pixels with gray level values G2 consisting of pixels with gray level values 
>T0 and ≤ T0

− Compute the average gray level values µ1 − Compute the average gray level values µ1 
and  µ2 for the pixels in regions G1 and G2

− T1 = 0.5 (µ1 + µ2)− T1 = 0.5 (µ1 + µ2)

− Repeat until | Ti - Ti+1|< Tth
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Global thresholding: exampleGlobal thresholding: example

Tth = 0
3 iterations with result T = 125

23/50



Adaptive thresholdingAdaptive thresholding
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Optimal thresholdingOptimal thresholding
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Multispectral thresholdingMultispectral thresholding
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Region-based segmentationRegion-based segmentation

• A segmentation is the partition of an image R into • A segmentation is the partition of an image R into 
sub-regions {Ri} such that

;
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• A region can be defined by a predicate P such that 
P(Ri) = TRUE if all pixels within the region satisfy a P(Ri) = TRUE if all pixels within the region satisfy a 
specific property. 

• P(Ri ∩Rj) = FALSE for i ≠j. 
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Region-based segmentationRegion-based segmentation

• Region growing• Region growing

29/50



Region-based segmentationRegion-based segmentation

• Region splitting and merging• Region splitting and merging

1. Split into 4 disjoint quadrants any region Ri for which P(Ri) = 
FALSEFALSE

2. Merge any adjacent region Rj and Rk for which 
P(Ri ∪ Rk ) = TRUE 

Stop when no further merging or splitting is possible.
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3. Stop when no further merging or splitting is possible.



ExampleExample

P(Ri) = TRUE if at least 80% of the pixels in Ri have i i

the property |zj-mi| ≤ 2σi, where 

zj  is the gray level of the jth pixel in Rizj  is the gray level of the j pixel in Ri

mi is the mean gray level of that region

σi is the standard deviation of the gray levels in Ri
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Watersheds SegmentationWatersheds Segmentation
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Watersheds SegmentationWatersheds Segmentation
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Watersheds SegmentationWatersheds Segmentation

• A morphological region growing approach. • A morphological region growing approach. 

• Seed points: 

− local minima points− local minima points

• Growing method:

− Dilation− Dilation

• Predicates 

− Similar gradient values− Similar gradient values

• Sub-region boundary

− Dam building− Dam building

• To avoid over-segmentation

− Use markers
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− Use markers



Dam BuildingDam Building
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Watershed Segmentation ExampleWatershed Segmentation Example
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Over-Segmentation and Use of MarkerOver-Segmentation and Use of Marker
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Local descriptorsLocal descriptors

• Features for local regions in the image• Features for local regions in the image

− Regions obtained by segmentation

− Regions of interest (RoI) – around interest points (keypoints)

• Interest points: corners, edges and others

• Keypoints: points in images, which are invariant to 
image translation, scale and rotation, and are minimally image translation, scale and rotation, and are minimally 
affected by noise and small distortions

• Scale-invariant feature transform (SIFT) by David Lowe
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SIFT: main stepsSIFT: main steps

1. Scale-space peak selection1. Scale-space peak selection

− Using Difference-of-Gaussians (DoG)

2. Keypoint localization2. Keypoint localization

− Elimination of unstable keypoints

3. Orientation assignment

− Based on keypoint local image patch− Based on keypoint local image patch

4. Keypoint descriptor

− Based upon the image gradients in keypoint local − Based upon the image gradients in keypoint local 
neighbourhood
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Scale spaceScale space

Build an image pyramid with resampling 

between each level
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Difference-of-GaussianDifference-of-Gaussian
The input image is convolved with Gaussian function:

21 σσ −2=σ 4=σ 21 σσ −21 =σ 42 =σ

2=σ
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Difference-of-GaussianDifference-of-Gaussian
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SIFT keypointsSIFT keypoints

Maxima and minima of DoG applied in Maxima and minima of DoG applied in 

scale-space:

1) Extrema detection for the same scale

2) Check if it is stable for different scales

45/50



Scale-space extrema detectionScale-space extrema detection
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Keypoints orientation and scaleKeypoints orientation and scale

• Extract image gradients • Extract image gradients 
and orientations at each 
pixel

• Each key location is • Each key location is 
assigned a canonical 
orientation

• The orientation is • The orientation is 
determined by the peak in 
a histogram of local image 
gradient orientationsgradient orientations
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Example
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Lecture 4: ResumeLecture 4: Resume

• Image segmentation• Image segmentation

− Is necessary for many image processing tasks (shape features, 
object detection)

− The optimal methods depends on application

• Local descriptors• Local descriptors

− Necessary for image/object matching, sub image retrieval, near 
duplicates detectionduplicates detection

− SIFT is a very powerfull method for keypoints detection building 
local descriptors
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