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online evaluation 101

Suppose, we've implemented a change in a search engine:
 new learning to rank method
 new ranking feature
e change in the user interface

will it improve the users’
experience? Is it worth deploying at all?



online evaluation 101

Offline
 Build a model of the user behavior

* Predict if they will be more satistied with the changed version
of the search engine than with the current version

Online

e [reat some of the users by a version of the search that is
changed in some specific way

 Based on their behavior, infer if they are more likely to prefer
the changed system



A/B testing

Control group Production
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Data
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Changed
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A/B testing

Online metrics used:

 Abandonment rate

e Sessions per User

* Probability of Switching to another search engine

* User Engagement
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Interleaving
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Interleaving

Metrics used:

* Relative difference in number of clicks received by
the results from A and B

e Ratio of the sessions with the results from B getting
more clicks
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statistical testing

But what if the change in the metrics is only due to a
random chance?

e \We use a statistical test to check if the observed
change is statistically significant

14



statistical testing

We formulate two hypotheses (informally):
Ho (null hypothesis):

e there i1s no difference between the tested
systems

1 (alternative hypothesis):

e there Is a difference

15



statistical testing

p-value = the probability of observing a difference in the
metric at least as extreme as observed if Hg holds (i.e.
there is no difference between systems)

* pre-select acceptable significance level a (e.g. 10-3)

e start an experiment

* |f the observed p-value is less than a then we reject Ho
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A/B vs Interleaving

A/B tests Interleaving

Treat different users with  Treat the same user with a
different modifications of combination of the results

the search engine from both alternatives
L Very general (Ul, ranking, .
Applicability new products, verticals, ...) REIMISING] STy
: Click-based, session- Click-based only
LB (e based, user-based, etc (somewhat restrictive)

So why do we need interleaving?

17



online evaluation efficiency

It turns out that:

* Interleaving is more sensitive = evaluating the
same change using interleaving requires
10x-100x times less data than the
corresponding A/B test

* it requires less data = allows us to use the
resource of user sessions more efficiently
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online evaluation efficiency

Informal explanation:

e |n A/B tests, different users are treated with
different systems

* |ninterleaving, the same user compares the
systems

e the noise due to user variance Is removed
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A/B vs Interleaving

A/B tests Interleaving

Treat different users with  Treat the same user with a
different modifications of combination of the results

the search engine from both alternatives
L Very general (Ul, ranking, .
Applicability new products, verticals, ...) RIEMAING @il
: Click-based, session- Click-based only
B (e based, user-based, etc (somewhat restrictive)

Efficiency Not too efficient Very efficient
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why efticiency Is Important

«At Microsofts Bing, the use of controlled
experiments has grown exponentially over time,
with over 200 concurrent experiments now running
on any given day» Kohavi et al., Online Controlled
Experiments at Large Scale, KDD 2013
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why efticiency Is Important

Running 200 experiments:

* 10% of the query traffic per experiment for two weeks
= 5 experiments per week = 40 weeks™

* 5% of the query traffic per experiment for two weeks
= 10 experiments per week = 20 weeks™

* Only a motivational example: sometimes the same user might participate in
several experiments at the same time + the number of the experiments reported
by Bing might span several markets.
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why efticiency Is Important

 Number of experiments grows

e Each experiment consumes some resources (user
sSessions)

* [he duration of the experiments limits the evolution of
the search engine

e faster a change is evaluated, faster it can be
deployed
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why efticiency Is Important

 More than a halt of the tested changes are either
useless or harmful

 On average, the users who participate in an A/B or
an interleaving experiment where the tested
change B Is worse than the production system A,
have somewhat degraded experience
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why efticiency Is Important

Reducing the duration of the online
experiments = increasing the online
evaluation efficiency is important since:

e we do not want to harm our users

e we want to evolve faster

20



questions?
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approachnes to increase
efficiency

Two complimentary approaches:
* Reducing the variance of the observed metrics

* Improving the way statistical testing Is
oerformed
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reducing variance

Intuition:

* a higher noise and spread in the observed
metric Implies that we need more data to
average this noise out

* we have only 100% of the search traffic, thus
we can only get more data by increasing the
experiment’s duration

So it's better to have a metric with a lower variance
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reducing variance

Time
It we fix the size of the difference between the systems
we want to detect then

variance?

di f ference?

time < sessions required o<
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map of the talk

Reduced variance GOAL:
obtained by the highest
Generalized Team efficiency
Draft

Parameter

Stratification optimization

Interleaving Click
ole]ile}Y; weighting
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improving statistical
decision criteria

--------------------------------------

Time
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INtuition

Two cases:
(a)

1. A user clicked on a result

2. Stopped her search session after reading it
(b)

1. A user clicked on a result

2. 10 seconds later, clicked on another result
Which case is more likely to be informative?

Idea: represent a click with a feature vector describing it, learn how to weight it
to form a click score
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INtuition

In interleaving, for each query we have several mixed
result pages:




INtuition

These pages are randomly demonstrated to the
users, so that for each position the chances to get a
result from A and B are equal:

PCipmm+ Pomm + P3gm + P4
— \
I S Mixing

probabillities are
called policy



INtuition

Team Draft uses the uniform policy {pi}:

025|+ 025|+025|+025| — |




INtuition

But other policies are also possible:

0.5 |+OO|+OO|+05| = |




INtuition

But other policies are also possible:

0.0 |+05 | + 0.5 | +OO| = |




INtuition

But other policies are also possible:

0.21 |+ 029|+029|+021| = |




research guestion

|s It possible to combine
e afreedom to select the interleaving policy
e afreedom to weight clicks differently

to build a more efficient interleaving algorithm?
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proposed framework

The set of the result pages associated with the
distribution of the «teams» (B or A) on the
corresponding page {(Li, Ti)]
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proposed framework

The interleaving policy 7= {p1, P2, P3, P4, ...} IS a
distribution that defines the probability of showing a
particular combination (L;, T;)to a user

p| p2| p3| p4|



proposed framework

A function ¢ that maps a user click ¢ on an

interleaved result page to its feature representation
is denoted ¢(c).

I(c)is an auxiliary indicator that equates to 1 it the
clicked result came from B, or -1 otherwise.
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proposed framework

A scor]
INterac

Ng rule that maps a sequence of clicks in the
ion g to the ditfereg »Of the

alternas

¥ W Indicator of the clicked _
lves B and A. [hegassvatREssRsngneter:

Score in an interaction g The feature
Sum over clicks in g representation
of ¢




proposed framework

After running an experiment e we calculate the
experiment outcome as the mean score over all
interactions:

All interactions in an The score in a
online experiment particular interaction g
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unblaseaness

But

e what if we show only interleaved result pages where the first result
always comes from A7

e what if we have a click feature «the result comes from A» and it has its
weight higher than the feature «the result comes from B»"7

Some policies and weight vectors can result in biases:
e if we are not careful, we might systematically favor one of the
alternatives (B or A) due to the design of the interleaving algorithm not
due to its better performance

* |ncorrect evaluation results
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unblaseaness

A game-theoretic analogy:
e a malicious user wants to spoil our experiment

* he selects a randomized click sequence without knowing the
result pages we are going to show

e «Click on the 3rd result, wait 30s, click ...»

* we select a way to randomize our result pages (i.e. select the
interleaving policy) without knowing the user’s sequence

e our goal is to randomize in such a way that no preference is
inferred (neither A > B nor B > A) from the user’s behavior

51



unblaseaness

Lemma 1:

For a feature representation function ¢ and a policy
to satisty the unbiasedness requirement, it is
sufficient that

* ¢ is independent from L;

* For any position of the result list, the probabilities of
observing a result from A and B should be equal
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proposed framework

It we use the Team Draft-based result pages with 2m
results on a page:

the number of independent constraints grows as m + 1
the dimensionality of the policy space grows as 2™

32 -5-1=27 «degrees of freedom» for the standard
ten results per page

can be used to find the most efficient policy
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proposed framework

We can find the policy 7 and the feature vector w
that maximize «sensitivity» = confidence in the

outcomes of the experiments E that were performed
earlier;

Confidence: score divided by
sqgrt(variance)
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stratified sampling

Assume we want to find the mean height of students
in a school, but we can measure height of three
students only

170

127,5

09)
@)

NN
an A"
0

Color indicates an age group

Student height, some units
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simple sampling

IO I

A A A

170
152,5
135
117.,5
100

Simple sample mean: 146.7
True mean: 135.6
(note: no students from the red age group)
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stratified sampling

170

152,5
135
117.,5
100 " " "

Stratified sample mean: 130.3
True mean: 135.6
(we randomly select one student from each age group and
average their heights)
«strata» = «cluster» = age group
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stratified scoring

The probability of showing of a
particular result page

The mean score for the i-th
result page (mean height for a
particular group)

Sum over all possible result
pages (age groups)
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stratified scoring

* [he stratified estimate reduces (or at least does not
increase) variance of the outcome:

var|A(e)] > var|As(e)

e (reminder: experiment’s duration is proportional to
variance, so we want to minimize variance)

e |t also greatly simplifies the optimization problem
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stratified scoring

Variance of the
simple outcome

Intra-
strata variance (non-
negative)

Inner-strata variance
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Variance
of the stratified
outcome




outting everything together

 We optimize parameters mand wto maximize our
confidence in the stratitied outcome of earlier
performed experiments

We use the (_)ptlmal parameter Per-strata means of the features
future experiments

e e

T,W = argmax._

- 7T°Zi)”w

Feature weights

Per-strata covariance of the features
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features

Feature family id Description
Rank-based Transformations of the click’s rank,
normalized by the number of clicks
1-10 position indicators, f; = I{rank = i}
11 rank
12 vrank
13 log(rank)
14 [{rank > 4}
15 I{rank > d}, where d is the number of
identical results in the tops of A and B
Dwell time-based Indicators of the dwell time (seconds),
normalized by the number of clicks
16 [{dwell < 30}
17 [{dwell € (30,60]}
18 [{dwell € (60,90]}
19 [{dwell € (90,120]}
20 I[{dwell > 120}
Order-based Indicators of the click’s position
in the interaction
21 is the click first
22 is the click last
Linear score-based after applying the scoring rule F4, these
features represent the (normalized) number
of clicks the results from B received
23 fas =1
24

foa =1 /’T)L, where n is the total number of clicks

| 6 )
A




dataset

mean median median
days

B>A . : mean days
sessions sessions

67 30 840K 620K 9.8 8.0
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baselines

Simple classic Team Draft:

o difference in number of clicks (Linear)

 relative difference in the number of clicks on B and A (NLinear)
 ratio of the sessions with B winning over A (Binary)

e same, but the clicks on the top results that are identical between A and B are
ignored (Deduped)

Machine-learned baselines:

e optimize w under the fixed uniform policy to maximize linear difference of scores
between B and A, no stratification

e optimize w under the fixed uniform policy to maximize the confidence in the
outcome, no stratification
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metrics

e z-score (confidence) in the outcome of the experiments
in the hold-out set (which are not used for training):

As(e) As(e)
7 = — vV N
Vvar[As(e)] /22 mi - vari[S]

 Normalize by the z-score of the Linear baseline

* Relative z-score value of X implies that our approach
requires X2 times less data to achieve the same level of
confidence than Linear
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methodology

Ten-fold cross-validation:
* 10% of the dataset is used for evaluation
* 90% of the dataset is used for training
 The process is repeated 10 times

o Same splits for all approaches

6/



Non-stratified

results

Linear NLinear Binary Deduped L, L.
Mean 1.00 1.03 1.10 1.88 1.34 2.14
Median 1.00 0.93 0.98 1.59 1.20 1.80
Stratified
Linear NLinear Binary Deduped L, L; F,, F,
Mean 1.06 1.16 1.22 1.88 1.39 2.28 1.38 2.45°
Median 1.04 1.03 1.10 1.60 1.24 196 1.23 2.05°
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results

Non-stratified
Linear NLinear Binary Deduped L, L.

Mean 1.00 1.03 1.10 1.88 1.34 2.14
Median 1.00 0.93 0.98 1.59 1.20 1.80
Stratified
Linear NLinear Binary Deduped L, L; F,, F,
Mean 1.06 1.16 1.22 1.88 1.39 228 1.38 2.45°
Median 1.04 1.03 1.10 1.60 1.24 196 1.23 2.05°

2.052 = 4.20 times less data than Linear, and 1.30
times less data than the best baseline.
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GGeneralized Team Dratft

e Stratification helps us both to improve efticiency and to
simplity the optimization problem

 We can considerably improve efficiency by optimizing
the interleaving parameters: policy and click weights

* Check our CIKM 2015 paper:

 (Generalized Team Draft can be applied tor image
search

 More exciting technical detalls & tables
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questions?
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statistical testing

We formulate two hypotheses (informally):
Ho (null hypothesis):

e there i1s no difference between the tested
systems

1 (alternative hypothesis):

e there Is a difference
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improving statistical
decision criteria

--------------------------------------

Time
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sequential testing
framework

We split the experiment in N equal time periods

After each period /:

e if the test statistic S5; exceeds threshold b:
stop the experiment, reject Hp, accept Hj

* if N periods have finished:
accept Ho, reject Hjy

e continue
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sequential testing
framework

Problem: How can we specify Si and b given the
significance level a?

/8



Monte Carlo

It Ho completely specifies the distribution of the observed
metric, then we can use the Monte Carlo approach:

 Repeat:

e Simulate data by generating observations from Ho

 (Calculate the test statistics

e Select bto be (7 -a)percentile of the calcu

statistics (i.e. in a of the simulations Hp Is re

79
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A/A experiments

We can use artificial «experiments» where both alternatives

are identical (A/A experiments) as a source of the data
generated from Hg

 Repeat many times:

 Use data from A/A experiments as observations from
Ho

e (Calculate the test statistics

* Select bto be (1 - a)percentile of the calculated statistics
(i.e. in a of the observations Ho is rejected)
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Interleaving

We assume that the possible outputs x of an
observation (session) are:

* A won, I.e. got more clicks, x = -1
B won, i.e. got more clicks, x = 1

e tig, I.e. A and B got equal number of clicks, x =0

Hy : Ex =0
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O'Brien & Fleming test



O'Brien & Fleming test

* Repeated test based on chi-soAEREERSEEESCIERTIRS
getting more clicks

A
{

B2
1 N’I/XQ

(wins;* — wins

Si=i-

Number of the
observations (sessions)

Estimate of the variance
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O'Brien & Fleming test

 Repeated test based on chi-SOfAEISEIReIREEECRERTIRE
getting more clicks

Number of the
observations (sessions)

Estimate of the variance

* How to find the corresponding threshold b?
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O'Brien & Fleming test

Given a required significance level a and the number of
periods N, we use Monte Carlo approach to learn the
thresholds:

* Repeat:

e draw U1, Uy, ... Independently from the standard
normal distribution

o U2 =max{U:, (UL +U3)?,...,(U+...+Upn)?}

* b =(1-aqa) percentile of the distribution of U?

T
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MaxSPRT

Assume ties are broken randomly

* Denote the probability of B winning a comparison
asp=Px=1)+05P(x=0)

P(Datai Hl)
P(Data,

Sz' — log

Data observed
before i-th stop
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MaxSPRT

Assume ties are broken randomly

* Denote the probability of B wiags s babilie B8
as P = P(X = 7) + 0.5 P(X = winning under H1

~awins; +0.5ties

P(Data; | Hy) P, ; (1 —PH, )

winsf+0.5ties

P(Da, a; HO) S O.5winsf+0.5ties(1 _ 0.5)winsf+0.5ties

Data observed
before i-th stop

The probability of B
winning under Ho: p = 0.5




MaxSPRT

But the probability of B winning a single comparison
PH,,i IS not known!

e |f we knew the real value, we wouldn’t need to run an
experiment in the first place

e Wwe use the max-likelihood estimate

win slB + 0.5t2es;

* IN some sense, we compare Ho with the most
probable alternative
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MaxSPRT

Learning the threshold b:

* Monte Carlo approach, by generating binomial
random variables

* not perfect, as ties are not emulated =
variance higher than in practice

 From A/A logs
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errors In statistical testing

Our decision

Hois True Hois False

Reality Hois True Type | error

Type Il error
Hois False P
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Goal

Our goal is to find a sequential testing procedure
that:

* has Type | error not higher than the
significance level a

* has Type |l error not very ditferent from Type |l
error of the baseline single-step procedure

* has the smallest mean experiment deployment
time = highest efficiency
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dataset

e 2 A/A experiments deployed over 300 days:
e to learn the thresholds
* to estimate Type | errors

« 115 real-life experiments with known (p < 0.001)
outcomes:

e to estimate Type |l errors

e B> AIn 56 experiments
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Checking the
test statistic every

results

Duration of the

experiment

Test stops Typel Typell Accp-a Acca-p E(T),days E(T|B>= A) E(T|A > B) E(%)
Binomial 1 0.00 0.10 0.75 0.90 7.00 7.00 7.00 1.00
OBF-I* ' 7 0.01 0.10 0.73 0.92 3.17 3.17 3.04 0.44
OBF-I 7 0.01 0.09° 0.73 0.95° 3.00 3.04 2.92 0.42
MaxSPRT-I-MC 7 0.00% 0.23 0.64 0.76 3.96 4.00 3.92 0.53
MaxSPRT-I-AA 7 0.00% 0.13 0.71 0.87 3.10 3.20 3.30 0.44
OBF-I* 7.24 0.01 0.11 0.75% 0.88 3.58 3.54 3.67 0.45
OBF-I 7.24 0.01 0.09°  0.75%° 0.93 3.33 3.38 3.29 0.44
MaxSPRT-I-MC  7-24  0.00° 0.19 0.71 0.76 3.38 3.38 3.42 0.43
MaxSPRT-I-AA 7.-24  0.00° 0.12 0.73 0.89 2.61° 2.63° 2.58% 0.35°

Checking the

test statistic every

hour
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B > A decision reSUltS are B> A

boundary experiments

Log-Likelihood Ratio

A > B decision st AL ? are A > B

boundary | | | 5 5 5 5 experiments




results for A/B tests

(\)

Log-LikeIihood Ratio




sequential testing

* By using sequential testing approaches we can
markedly improve efficiency of the online evaluation

» Check our SIGIR 2015 paper:
* A/B testing
 Combing with a metric variance reduction method

 More exciting technical detalls & tables & an
additional figure
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today we discussed

online evaluation

an important challenge of increasing the efficiency of
online evaluation

how to address this problem from two perspectives
e variance reduction
e sequential testing

some promising results
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We’ve got more challenges than
hands!
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shameless advertisement

It you are a bit experienced in computer science &
maths & programming, feel free to apply for a position:

* |n our applied research group:

https://yandex.ru/jobs/vacancies/dev/res_dmir/

e At Yandex:

https://yandex.ru/jobs/vacancies/
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Secret slides
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future directions

e QOur unbiasedness criterion iIs
* necessary
 sufficient (formal proof?)

* How can we learn non-linear scoring rules that
remain unbiased?
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future directions

A MaxSPRT-like procedure for more sophisticated
metrics, such as «sSessions per users» and «user
engagement»

* Optimization of the test statistic {Si} over i
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