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Goal: Turn Web into Knowledge Base 

comprehensive DB of human knowledge 

• everything that Wikipedia knows 

• everything machine-readable 

• capturing entities, classes, relationships 

Source:  
DB & IR methods for  
knowledge discovery. 
Communications of 
the ACM 52(4), 2009 



Approach: Harvesting Facts from Web 
Politician  Political Party 

Angela Merkel  CDU 

Karl-Theodor zu Guttenberg CDU 

Christoph Hartmann FDP 

… 

Company CEO 

Google Eric Schmidt 

Yahoo Overture  

Facebook FriendFeed 

Software AG IDS Scheer 

… 

Movie ReportedRevenue 

Avatar $ 2,718,444,933 

The Reader $ 108,709,522   

Facebook FriendFeed 

Software AG IDS Scheer 

… 

PoliticalParty Spokesperson 

CDU  Philipp Wachholz 

Die Grünen Claudia Roth 

Facebook FriendFeed 

Software AG IDS Scheer 

… 

Actor  Award 

Christoph Waltz Oscar 

Sandra Bullock Oscar 

Sandra Bullock Golden Raspberry 

… 

Politician  Position 

Angela Merkel  Chancellor Germany 

Karl-Theodor zu Guttenberg Minister of Defense Germany 

Christoph Hartmann Minister of Economy Saarland 

… 

Company AcquiredCompany 

Google YouTube 

Yahoo Overture  

Facebook FriendFeed 

Software AG IDS Scheer 

… 

YAGO-NAGA IWP 
Cyc 

TextRunner 
ReadTheWeb WikiTaxonomy 

SUMO 

Automatically Constructed Knowledge Bases: 

• Mio‘s of individual entities 

• 100 000‘s of classes/types 

• 100 Mio‘s of facts 

• 100‘s of relation types 

 

 

 

http://www.trueknowledge.com/
http://sig.ma/
http://www.cmu.edu/index.shtml


Knowledge for Intelligence 

• entity recognition & disambiguation 

• understanding natural language & speech 

• knowledge services & reasoning for semantic apps  

  (e.g. deep QA) 

• semantic search:  precise answers to advanced queries 

  (by scientists, students, journalists, analysts, etc.) 

FIFA 2010 finalists who played in a Champions League final? 

Politicians who are also scientists? 

Enzymes that inhibit HIV?  
Influenza drugs for teens with high blood pressure? 
... 

Swedish king‘s wife when Greta Garbo died? 

Relationships between  
Max Planck, Angela Merkel, Jim Gray, and the Dalai Lama? 



Application 1: Semantic Queries on Web 

www.google.com/squared/ 

http://www.google.com/squared/
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Application 2: Deep QA in NL 

99 cents got me a 4-pack of Ytterlig 

coasters from this Swedish chain 

This town is known as "Sin City" & its 

downtown is "Glitter Gulch" 

William Wilkinson's "An Account of the 

Principalities of Wallachia and Moldavia" 

inspired this author's most famous novel 

As of 2010, this is the only  

former Yugoslav republic in the EU 

www.ibm.com/innovation/us/watson/index.htm 

D. Ferrucci et al.: Building Watson: An Overview of the  

DeepQA Project. AI Magazine, Fall 2010. 

YAGO 

knowledge 

back-ends 

question 

classification & 

decomposition 

http://www.ibm.com/innovation/us/watson/index.htm


It’s about the disappearance forty years ago of  Harriet Vanger, a young  

scion of one of the wealthiest families in Sweden, and about her uncle,  

determined to know the truth  about what he believes was her murder. 

Blomkvist visits Henrik Vanger at his estate on the tiny island of Hedeby. 

The old man draws Blomkvist in by promising solid evidence against Wennerström. 

Blomkvist agrees to spend a year writing the Vanger family history as a cover for the real 

assignment: the disappearance of Vanger's niece Harriet some 40 years earlier.  Hedeby is 

home to several generations of Vangers, all part owners in Vanger Enterprises. Blomkvist 

becomes acquainted with the members of the extended Vanger family, most of whom resent 

his presence. He does, however, start a short lived affair with Cecilia, the niece of Henrik. 

After discovering that Salander has hacked into his computer, he persuades her to assist 

him with research. They eventually become lovers, but Blomkvist has trouble getting close 

to Lisbeth who treats virtually everyone she meets with hostility. Ultimately the two 

discover that Harriet's brother Martin,  CEO of Vanger Industries, is secretly a serial killer. 

A 24-year-old computer hacker sporting an assortment of tattoos and body piercings 

supports herself by doing deep background investigations for Dragan Armansky, who, in 

turn, worries that Lisbeth Salander is “the perfect victim for anyone who wished her ill."  

 

 

Application 3: Machine Reading 

O. Etzioni, M. Banko, M.J. Cafarella: Machine Reading, AAAI ‚06 

T. Mitchell et al.: Populating the Semantic Web by Macro-Reading Internet Text, ISWC’09 
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uncleOf 

  

  

owns 

hires 

    

headOf 

affairWith 

affairWith 
enemyOf 



 

 

Outline 

... 

Machine Knowledge 

Research Challenges 

Motivation  

Wrap-up 

Knowledge Harvesting 

• Open-Domain Extraction 

• Temporal Knowledge 

• Entities and Classes 

• Relational Facts 



Spectrum of Machine Knowledge (1) 

factual:  
bornIn (GretaGarbo, Stockholm), hasWon (GretaGarbo, AcademyAward), 

playedRole (GretaGarbo, MataHari), livedIn (GretaGarbo, Klosters) 

 

taxonomic (ontology):  
instanceOf (GretaGarbo, actress), subclassOf (actress, artist) 

 

lexical (terminology):  
means (“Big Apple“, NewYorkCity), means (“Apple“, AppleComputerCorp) 

means (“MS“, Microsoft) , means (“MS“, MultipleSclerosis)  

 
multi-lingual:  
meansInChinese („乔戈里峰“, K2), meansInUrdu („کے ٹو“, K2) 

meansInFrench („école“, school (institution)),  

meansInFrench („banc“, school (of fish)) 

 



Spectrum of Machine Knowledge (2) 

ephemeral (dynamic services):  
wsdl:getSongs (musician ?x, song ?y), wsdl:getWeather (city?x, temp ?y) 

 
common-sense (properties):  
hasAbility (Fish, swim), hasAbility (Human, write),  

hasShape (Apple, round), hasProperty (Apple, juicy), 

hasMaxHeight (Human, 2.5 m) 

 
common-sense (rules):  
 x: human(x)  male(x)  female(x)   

 x: (male(x)   female(x))  (female(x) )   male(x))  

 x: animal(x)  (hasLegs(x)  isEven(numberOfLegs(x)) 

 
temporal (fluents):  
hasWon (GretaGarbo, AcademyAward)@1955 

marriedTo (AlbertEinstein, MilevaMaric)@[6-Jan-1903, 14-Feb-1919] 

 



Spectrum of Machine Knowledge (3) 

free-form (open IE):  
hasWon (NataliePortman, AcademyAward) 

occurs („Natalie Portman“, „celebrated for“, „Oscar Award“) 

occurs („Jeff Bridges“, „nominated for“, „Oscar“) 

 
multimodal (photos, videos):  
StuartRussell 

JamesBruceFalls  

 

social (opinions):  
admires (maleTeen, LadyGaga), supports (AngelaMerkel, HelpForGreece) 

 

epistemic ((un-)trusted beliefs):  
believe(Ptolemy,hasCenter(world,earth)),  

believe(Copernicus,hasCenter(world,sun)) 

believe (peopleFromTexas, bornIn(BarackObama,Kenya)) 

       

 

 

 

   ? 



Knowledge Representation 

... 

• RDF (Resource Description Framework, W3C): 

            subject-property-object (SPO) triples, binary relations 

            structure, but no (prescriptive) schema 

• Relations, frames 

• Description logics: OWL, DL-lite 

• Higher-order logics, epistemic logics 

temporal & provenance annotations 

can refer to reified facts via fact identifiers 

(approx. equiv. to RDF quadruples:  “Color“  Sub  Prop  Obj) 

facts (RDF triples): 
     (JimGray, hasAdvisor, MikeHarrison) 

     (SurajitChaudhuri, hasAdvisor, JeffUllman) 

     (Madonna, marriedTo, GuyRitchie) 

     (NicolasSarkozy, marriedTo, CarlaBruni) 

facts (RDF triples) 
1: 

2: 

3: 

4: 

facts about facts: 
5:   (1, inYear, 1968) 

6:   (2, inYear, 2006) 

7:   (3, validFrom, 22-Dec-2000)  

8:   (3, validUntil, Nov-2008) 

9:   (4, validFrom, 2-Feb-2008) 

10: (2, source, SigmodRecord) 



http://www.mpi-inf.mpg.de/yago-naga/ 

KB‘s: Example YAGO                  
Entity 

Max_Planck 

Apr 23, 1858 

Person 

City 

Country 

subclass 

Location 

subclass 

instanceOf 

subclass 

bornOn 

“Max 

Planck” 

means
(0.9) 

subclass 

Oct 4, 1947 diedOn 

Kiel 

bornIn Nobel Prize 

Erwin_Planck 

FatherOf 
hasWon 

Scientist 

means 

“Max Karl Ernst 

Ludwig Planck” 

Physicist 

instanceOf 

subclass 

Biologist 

subclass 

Germany 

Politician 

Angela Merkel 

Schleswig-

Holstein 

State 

“Angela 

Dorothea 

Merkel” 

Oct 23, 1944 
diedOn 

Organization 

subclass 

Max_Planck 

Society 

instanceOf 

means(0.1) 

instanceOf instanceOf 

subclass 

subclass 

means 

“Angela 

Merkel” 

means 

 citizenOf 

instanceOf 

instanceOf 

locatedIn 

 locatedIn 

subclass 

Accuracy  

 95% 

3+7 Mio. entities, 350 000 classes, 

> 120 Mio. facts for 100 relations 

time & space, > 100 languages,  

plus keyphrases, links, etc. 

(Suchanek et al.: WWW’07,  

 Hoffart et al.: WWW‘11) 



YAGO2 Knowledge Base (Nov 2010) 
integrates knowledge from Wikipedia, WordNet, Geonames: 

10 M entities, 350 K classes, 120+300 M facts, 95% accuracy 

http://www.mpi-inf.mpg.de/yago-naga/ 

http://www.mpi-inf.mpg.de/yago-naga/
http://www.mpi-inf.mpg.de/yago-naga/
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Knowledge Querying in Space, Time, Context 

http://www.mpi-inf.mpg.de/yago-naga/ 



KB‘s: Example DBpedia   (Auer, Bizer, et al.: ISWC‘07) 

http://www.dbpedia.org 

•  3.5 Mio. entities,  

•  700 Mio. facts  (RDF triples) 

•  1.5 Mio. entities mapped to 

  hand-crafted taxonomy of 

  259 classes with 1200 properties 

• interlinked with Freebase, Yago, …  

http://www.dbpedia.org/


KB‘s: Example DBpedia   (Auer, Bizer, et al.: ISWC‘07) 
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KB‘s: Example NELL (Carlson, Mitchell, et al.: WSDM’10, AAAI‘10) 

http://rtw.ml.cmu.edu/rtw/kbbrowser/ 

•  800 000 assertions 

   (on entity names & relations) 

•  800 classes & relations 

• extracted from Web pages 

• continuously growing  

http://rtw.ml.cmu.edu/rtw/kbbrowser/


KB‘s: Example NELL (Carlson, Mitchell, et al.: WSDM’10, AAAI‘10) 

http://rtw.ml.cmu.edu/rtw/kbbrowser/ 

http://rtw.ml.cmu.edu/rtw/kbbrowser/


 

 

 

 

Outline 
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Machine Knowledge 

Research Challenges 

Motivation  

Wrap-up 

Knowledge Harvesting 

• Open-Domain Extraction 

• Temporal Knowledge 

• Entities and Classes 

• Relational Facts 

 



WordNet Thesaurus [Miller/Fellbaum 1998] 

http://wordnet.princeton.edu/ 

3 concepts / classes & 

their synonyms (synset‘s) 

http://wordnet.princeton.edu/


WordNet Thesaurus [Miller/Fellbaum 1998] 

http://wordnet.princeton.edu/ 

subclasses 

(hyponyms) 

superclasses 

(hypernyms) 

http://wordnet.princeton.edu/


WordNet Thesaurus [Miller & Fellbaum 1998] 

scientist, man of science  

(a person with advanced knowledge) 

    => cosmographer, cosmographist 

    => biologist, life scientist 

    => chemist 

    => cognitive scientist  

    => computer scientist  

    ... 

    => principal investigator, PI  

    … 

HAS INSTANCE => Bacon, Roger Bacon    

    … 

but:  

only few individual entities  

(instances of classes) 

> 100 000 classes and lexical relations; 

can be cast into  

• description logics or  

• graph, with weights for relation strengths 

  (derived from co-occurrence statistics) 

http://wordnet.princeton.edu/ 

http://wordnet.princeton.edu/


Tapping on Wikipedia Categories 



Tapping on Wikipedia Categories 



Mapping: Wikipedia  WordNet 
[Suchanek: WWW‘07, Ponzetto&Strube: AAAI‘07] 

Jim Gray 
(computer 
specialist) 

Computer 

Scientist 

American 

Scientist 

Sailor, 

Crewman 

Missing 

Person 

Chemist 

Artist 



American 

Sailor, 

Crewman 

Mapping: Wikipedia  WordNet 
[Suchanek: WWW‘07, Ponzetto&Strube: AAAI‘07] 

Jim Gray 
(computer 
specialist) 

Computer 

Scientist 

Data- 
base 

Fellow (1),  
Comrade 

Fellow (2), 
Colleague 

Fellow (3) 
(of Society) 

Scientist 

Member (1), 
Fellow 

Member (2), 
Extremity 

American 
Computer 
Scientists 

Database 
Researcher 

Fellows of 
the ACM 

People 
Lost at Sea 

instanceOf 

subclassOf 

? 

? 

? 

name similarity 
(edit dist., n-gram overlap) ? 

context similarity 
(word/phrase level) ? 

machine learning ? 

Computer 
Scientists 
by Nation 

Databases 

ACM 

Members 
of Learned 
Societies 

Engineering 
Societies 

? 

? 

? 

Missing 

Person 



Mapping: Wikipedia  WordNet 
[Suchanek: WWW‘07, Ponzetto & Strube:AAAI‘07] 

Analyzing category names  noun group parser: 

American Musicians of Italian Descent 

American Folk Music of the 20th Century 

American Indy 500 Drivers on Pole Positions 

Head word is key, should be in plural for instanceOf 

head pre-modifier post-modifier 

head pre-modifier post-modifier 

head pre-modifier post-modifier 

Given:       entity e in Wikipedia categories c1, …, ck 

Wanted:    instanceOf(e,c) and subclassOf(ci,c) for WN class c 

Problem:  vagueness & ambiguity of names c1, …, ck 



Mapping Wikipedia Entities to WordNet Classes 

 
Given:       entity e in Wikipedia categories c1, …, ck 

Wanted:    instanceOf(e,c) and subclassOf(ci,c) for WN class c 

Problem:  vagueness & ambiguity of names c1, …, ck 

Heuristic Method: 

for each ci do 

     if head word w of category name ci is plural  

    { 

         1) match w against synsets of WordNet classes  

         2) choose best fitting class c and set e  c 

         3) expand w by pre-modifier and set ci  w+  c 

     } 

• can also derive features this way  

• feed into supervised classifier 

[Suchanek: WWW‘07, Ponzetto & Strube: AAAI‘07] 

tuned conservatively: high precision, reduced recall 



Learning More Mappings [ Wu & Weld: WWW‘08 ] 

 
Kylin Ontology Generator (KOG): 
learn classifier for subclassOf across Wikipedia & WordNet using 

• YAGO as training data 

• advanced ML methods (MLN‘s, SVM‘s) 

• rich features from various sources 

• category/class name similarity measures 

• category instances and their infobox templates: 

  template names, attribute names (e.g. knownFor) 

• Wikipedia edit history: 

  refinement of categories 

• Hearst patterns:  

  C such as X, X and Y and other C‘s, … 

• other search-engine statistics: 

  co-occurrence frequencies 

> 3 Mio. entities 
> 1 Mio. w/ infoboxes 
> 500 000 categories 



Long Tail of Class Instances 

http://labs.google.com/sets 

http://labs.google.com/sets


Long Tail of Class Instances 



Long Tail of Class Instances 
[Etzioni et al. 2004, Cohen et al. 2008, Mitchell et al. 2010] 

But: 

Precision drops for classes with sparse statistics (IR profs, …) 

Harvested items are names, not entities 

Canonicalization (de-duplication) unsolved 

State-of-the-Art Approach (e.g. SEAL): 

• Start with seeds: a few class instances 

• Find lists, tables, text snippets (“for example: …“), … 

  that contain one or more seeds 

• Extract candidates: noun phrases from vicinity 

• Gather co-occurrence stats (seed&cand, cand&className pairs) 

• Rank candidates 

• point-wise mutual information, … 

• random walk (PR-style) on seed-cand graph 
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Machine Knowledge 

Research Challenges 

Motivation  

Wrap-up 

Knowledge Harvesting 

• Open-Domain Extraction 

• Temporal Knowledge 

• Entities and Classes 

• Relational Facts 

 



Tapping on Wikipedia Infoboxes 

harvest by 

extraction rules: 

• regex matching 

• type checking 

(?i)IBL\|BEG\s*awards\s*=\s*(.*?)IBL\|END"  

=> "$0 hasWonPrize @WikiLink($1) 



French Marriage Problem 

facts in KB: new facts or fact candidates: 

married 

     (Hillary, Bill) 

married 

     (Carla, Nicolas) 

married 

     (Angelina, Brad) 

married (Cecilia, Nicolas) 

married (Carla, Benjamin) 

married (Carla, Mick) 

married (Michelle, Barack) 

married (Yoko, John) 

married (Kate, Leonardo) 

married (Carla, Sofie) 

married (Larry, Google) 

1) for recall: pattern-based harvesting 

2) for precision: consistency reasoning 



Pattern-Based Harvesting 

Facts Patterns 

(Hillary, Bill) 

(Carla, Nicolas) 

& Fact Candidates 

X and her husband Y 

X and Y on their honeymoon 

X and Y and their children 

X has been dating with Y 

X loves Y 

… • good for recall 

• noisy, drifting 

• not robust enough 

  for high precision 

(Angelina, Brad) 

(Hillary,  Bill) 

(Victoria, David) 

(Carla, Nicolas) 

(Angelina, Brad) 

(Yoko, John) 

(Carla, Benjamin) 

(Larry, Google) 

(Kate, Pete) 

(Victoria, David) 

(Hearst 92, Brin 98, Agichtein 00, Etzioni 04, …) 



Reasoning about Fact Candidates  
Use consistency constraints to prune false candidates 

spouse(Hillary,Bill) 

spouse(Carla,Nicolas) 

spouse(Cecilia,Nicolas) 

spouse(Carla,Ben) 

spouse(Carla,Mick) 

spouse(Carla, Sofie) 

spouse(x,y)  diff(y,z)  spouse(x,z) 

f(Hillary) 

f(Carla) 

f(Cecilia) 

f(Sofie) 

m(Bill) 

m(Nicolas) 

m(Ben) 

m(Mick) 

spouse(x,y)  f(x) spouse(x,y)  m(y) 

spouse(x,y)  (f(x)m(y))  (m(x)f(y))  

FOL rules (restricted): ground atoms: 

Rules can be weighted 

(e.g. by fraction of ground atoms that satisfy a rule)  

 uncertain / probabilistic data 

 compute prob. distr. of subset of atoms being the truth 

Rules reveal inconsistencies 

Find consistent subset(s) of atoms 

(“possible world(s)“, “the truth“) 

spouse(x,y)  diff(w,x)  spouse(w,y) 



Markov Logic Networks (MLN‘s)  
(M. Richardson / P. Domingos 2006) 

Map logical constraints & fact candidates 

into probabilistic graph model: Markov Random Field (MRF) 

s(x,y)  m(y) 

s(x,y)  diff(y,z)  s(x,z) s(Carla,Nicolas) 

s(Cecilia,Nicolas) 

s(Carla,Ben) 

s(Carla,Sofie) 

… 

s(x,y)  diff(w,y)  s(w,y) 

s(x,y)  f(x) 

s(Ca,Nic)  s(Ce,Nic)  

s(Ca,Nic)  s(Ca,Ben)  

s(Ca,Nic)  s(Ca,So)  

s(Ca,Ben)  s(Ca,So)  

s(Ca,Ben)  s(Ca,So)  

s(Ca,Nic)  m(Nic)  

Grounding: 

s(Ce,Nic)  m(Nic)  

s(Ca,Ben)  m(Ben)  

s(Ca,So)  m(So)  

f(x)  m(x) 

m(x)  f(x) 

Literal  Boolean Var 

Literal  binary RV 



Markov Logic Networks (MLN‘s)  
(M. Richardson / P. Domingos 2006) 

Map logical constraints & fact candidates 

into probabilistic graph model: Markov Random Field (MRF) 

s(x,y)  m(y) 

s(x,y)  diff(y,z)  s(x,z) s(Carla,Nicolas) 

s(Cecilia,Nicolas) 

s(Carla,Ben) 

s(Carla,Sofie) 

… 

s(x,y)  diff(w,y)  s(w,y) 

s(x,y)  f(x) f(x)  m(x) 

m(x)  f(x) 

m(Ben)  

m(Nic)  
s(Ca,Nic) 

s(Ce,Nic)  

s(Ca,Ben)  

s(Ca,So)  m(So)  

RVs coupled 

by MRF edge 

if they appear 

in same clause 

MRF assumption: 

P[Xi|X1..Xn]=P[Xi|N(Xi)] 

Variety of algorithms for joint inference: 
Gibbs sampling, other MCMC, belief propagation,  

randomized MaxSat, … 

joint distribution  
has product form  
over all cliques 



Related Alternative Probabilistic Models  

software tools: alchemy.cs.washington.edu 

                                code.google.com/p/factorie/ 

                                research.microsoft.com/en-us/um/cambridge/projects/infernet/ 

Constrained Conditional Models [D. Roth et al. 2007] 

Factor Graphs with Imperative Variable Coordination 
                                                                             [A. McCallum et al. 2008] 

log-linear classifiers with constraint-violation penalty 

mapped into Integer Linear Programs 

RV‘s share “factors“ (joint feature functions) 

generalizes MRF, BN, CRF, … 

inference via advanced MCMC 

flexible coupling & constraining of RV‘s 

m(Ben)  

m(Nic)  
s(Ca,Nic) 

s(Ce,Nic)  

s(Ca,Ben)  

s(Ca,So)  m(So)  

alchemy.cs.washington.edu
code.google.com/p/factorie/
code.google.com/p/factorie/
code.google.com/p/factorie/
research.microsoft.com/en-us/um/cambridge/projects/infernet/
research.microsoft.com/en-us/um/cambridge/projects/infernet/
research.microsoft.com/en-us/um/cambridge/projects/infernet/
research.microsoft.com/en-us/um/cambridge/projects/infernet/
research.microsoft.com/en-us/um/cambridge/projects/infernet/
research.microsoft.com/en-us/um/cambridge/projects/infernet/
research.microsoft.com/en-us/um/cambridge/projects/infernet/
research.microsoft.com/en-us/um/cambridge/projects/infernet/
research.microsoft.com/en-us/um/cambridge/projects/infernet/
research.microsoft.com/en-us/um/cambridge/projects/infernet/


Reasoning for KB Growth: Direct Route 

facts in KB: 
new fact candidates: 

married 

     (Hillary, Bill) 

married 

     (Carla, Nicolas) 

married 

     (Angelina, Brad) 

married (Cecilia, Nicolas) 

married (Carla, Benjamin) 

married (Carla, Mick) 

married (Carla, Sofie) 

married (Larry, Google) 

+ 

patterns: 

X and her husband Y 

X and Y and their children 

X has been dating with Y 

X loves Y 

? 

1. facts are true; fact candidates & patterns  hypotheses 

 grounded constraints  clauses with hypotheses as vars 

2. type signatures of relations greatly reduce #clauses 

3. cast into Weighted Max-Sat with weights from pattern stats 

 customized approximation algorithm 

unifies: fact cand consistency, pattern goodness, entity disambig. 

(F. Suchanek et al.: WWW‘09) 

www.mpi-inf.mpg.de/yago-naga/sofie/ 

Direct approach: 

http://www.mpi-inf.mpg.de/yago-naga/sofie/
http://www.mpi-inf.mpg.de/yago-naga/sofie/
http://www.mpi-inf.mpg.de/yago-naga/sofie/
http://www.mpi-inf.mpg.de/yago-naga/sofie/
http://www.mpi-inf.mpg.de/yago-naga/sofie/


Facts & Patterns Consistency with SOFIE 

constraints to connect facts, fact candidates, patterns 

(F. Suchanek et al.: WWW’09) 

functional dependencies: 

spouse(X,Y):  X Y, Y X 

relation properties: 

asymmetry, transitivity, acyclicity, … 

type constraints, inclusion dependencies: 

spouse    Person  Person capitalOfCountry    cityOfCountry 

domain-specific constraints: 

bornInYear(x) + 10years ≤ graduatedInYear(x) 

www.mpi-inf.mpg.de/yago-naga/sofie/ 

hasAdvisor(x,y)  graduatedInYear(x,t)  graduatedInYear(y,s)  s < t 

pattern-fact duality: 

occurs(p,x,y)  expresses(p,R)  type(x)=dom(R)  type(y)=rng(R)  R(x,y)  

name(-in-context)-to-entity mapping: 

 means(n,e1)   means(n,e2)   … 

occurs(p,x,y)  R(x,y)  type(x)=dom(R)  type(y)=rng(R)  expresses(p,R)  

http://www.mpi-inf.mpg.de/yago-naga/sofie/
http://www.mpi-inf.mpg.de/yago-naga/sofie/
http://www.mpi-inf.mpg.de/yago-naga/sofie/
http://www.mpi-inf.mpg.de/yago-naga/sofie/
http://www.mpi-inf.mpg.de/yago-naga/sofie/


Pattern Harvesting Revisited 
(N. Nakashole et al.: WebDB’10,) 

narrow  / nasty / noisy patterns: 

POS-lifted n-gram itemsets as patterns: 

confidence weights, using seeds and counter-seeds: 

X and his famous advisor Y 

X carried out his doctoral research in math under the supervision of Y 

X jointly developed the method with Y 

X { his doctoral research,  under the supervision of} Y 

X { PRP ADJ advisor } Y 

X { PRP doctoral research,  IN DET supervision of} Y 

seeds: (ThomasHofmann, JoachimBuhmann), (JimGray, MikeHarrison) 

counter-seeds: (BernhardSchölkopf, AlexSmola), (AlonHalevy, LarryPage) 

 confidence of pattern p ~  #p with seeds    #p with counter-seeds  

using noisy  
loses precision & 
slows down MaxSat 

using narrow & 
dropping nasty 
loses recall ! 



PROSPERA: Prospering Knowledge 
with Scalability, Precision, Recall 

Pattern Gathering 

seed  

examples 

counter  

examples 

 
 

phrase patterns entity pairs 

Pattern Analysis 

Reasoning 

fact 
candidates 

n-gram-itemset 
patterns 

rejected 
candidates 

accepted 
facts 

• feedback loop 

  for higher recall 

• all stages parallelizable  

  on MapReduce platform 

(N. Nakashole et al.: WSDM‘11) 



Web-Scale Experiments [N. Nakashole et al.: WSDM’11] 

• on ClueWeb‘09 corpus (500 Mio. English Web pages) 

• with Hadoop cluster of 10x16 cores and 10x48 GB memory 

• 10 seed examples, 5 counter examples for each relation 

             PROSPERA              ReadTheWeb [CMU]    

 Relation  #Facts   Precision   Prec@1000 #Facts Precision  

 AthletePlaysForTeam 14685      82%     100%      456 100% 

 TeamPlaysAgainstTeam 15170      89%     100%    1068   99% 

 TeamMate  19666      86%     100%      ---    --- 

 FacultyAt    4394      96%     100%      ---    --- 

www.mpi-inf.mpg.de/yago-naga/prospera/ 

http://www.mpi-inf.mpg.de/yago-naga/prospera/
http://www.mpi-inf.mpg.de/yago-naga/prospera/
http://www.mpi-inf.mpg.de/yago-naga/prospera/
http://www.mpi-inf.mpg.de/yago-naga/prospera/
http://www.mpi-inf.mpg.de/yago-naga/prospera/
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Discovering New Relation Types 

Targeted (Domain-Oriented) Gathering of  

Facts: Entity × Relation × Entity 

 

Explorative (Open-Domain) Gathering of  

„Assertions“: Name × Pattern × Name 

< Carla_Bruni   marriedTo   Nicolas_Sarkozy>, 

< Natalie_Portman   wonAward   Academy_Award >, 

… 

< „Carla Bruni“  „had affair with“  „Mick Jagger“ >, 

< „First Lady Carla“   „had affair with“   „Stones singer Mick“ >, 

< „Madame Bruni“   „happy marriage with“   „President Sarkozy“ >, 

< „Jeff Bridges“   „expected to win“   „Oscar“ >, 

< „Coen Brothers“   „celebrated for“   „Oscar Award“ >, 

… 



Open-Domain Gathering of Assertions 

... 

[O. Etzioni et al. 2007, F. Wu et al. 2010] 

Analyze verbal phrases between entities for new relation types 

Rumors about Carla indicate there is something between her and Ben                       

• unsupervised bootstrapping with short dependency paths 

• self-supervised classifier (CRF)  for (noun, verb-phrase, noun) triples 

• build statistics & prune sparse candidates 

• group/cluster candidates for new relation types and their facts 

… seen dating with … 

… partying with …  

{datesWith, partiesWith}, {affairWith, flirtsWith}, {romanticRelation}, … 

(Carla, Ben), (Carla, Sofie), … 

(Carla, Ben), (Paris, Heidi), … 

But: result is noisy 

        clusters are not canonicalized relations 

        far from near-human-quality 

Carla has been seen dating with Ben               Carla has been seen dating with Ben 



Open IE Example: TextRunner / ReVerb 

http://www.cs.washington.edu/research/textrunner/reverbdemo.html 

http://www.cs.washington.edu/research/textrunner/reverbdemo.html


Open IE Example: TextRunner / ReVerb 
http://www.cs.washington.edu/research/textrunner/reverbdemo.html 

http://www.cs.washington.edu/research/textrunner/reverbdemo.html


Challenge: Unify Targeted & Explorative Methods 

ontological rigor 

human seeding 

Names & Patterns Entities & Relations 

Open- 

Domain & 

Unsuper- 

vised 

Domain- 

Specific 

Model 

w/ Seeds 

  < „N. Portman“,  
         „honored with“, 
         „Academy Award“>, 
      < „Jeff Bridges“,   
         „expected to win“,   
         „Oscar“ > 
      < „Bridges“, 
         „nominated for“, 
         „Academy Award“> 

wonAward: Person  Prize 
type (Meryl_Streep, Actor) 
wonAward (Meryl_Streep, 
                     Academy_Award) 
  
wonAward (Natalie_Portman, 
                     Academy_Award) 
wonAward (Ethan_Coen, 
                     Palme_d‘Or) 
 



ontological rigor 

human seeding 

Names & Patterns Entities & Relations 

Open- 

Domain & 

Unsuper- 

vised 

Domain- 

Specific 

Model 

w/ Seeds 

TextRunner 

ReadTheWeb 

Probase 

Freebase 

YAGO DBpedia 

Sofie / 

Prospera 

StatSnowball / 

EntityCube 

? 

----- 

WebTables / 

FusionTables 

 integrate domain-specific & open-domain ! 

Challenge: Unify Targeted & Explorative Methods 
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As Time Goes By: Temporal Knowledge 

Which facts for given relations hold  

at what time point or during which time intervals ? 

marriedTo (Madonna, Guy) [ 22Dec2000, Dec2008 ] 

capitalOf (Berlin, Germany) [ 1990, now ] 

capitalOf (Bonn, Germany) [ 1949, 1989 ] 

hasWonPrize (JimGray, TuringAward) [ 1998 ] 

graduatedAt (HectorGarcia-Molina, Stanford) [ 1979 ] 

graduatedAt (SusanDavidson, Princeton) [ Oct 1982 ] 

hasAdvisor (SusanDavidson, HectorGarcia-Molina) [ Oct 1982, forever ] 

 

How can we query & reason on entity-relationship facts 

in a “time-travel“ manner - with uncertain/incomplete KB ? 

Swedish king‘s wife when Greta Garbo died? 

students of Hector Garcia-Molina while he was at Princeton? 

 



French Marriage Problem 

facts in KB 

new fact candidates: 

married 

     (Hillary, Bill) 

married 

     (Carla, Nicolas) 

married 

     (Angelina, Brad) 
married (Cecilia, Nicolas) 

married (Carla, Benjamin) 

married (Carla, Mick)  

divorced (Madonna, Guy) 

 

1: 

 

2: 

 

3:  

 

validFrom (2, 2008) 

validFrom (4, 1996)       validUntil (4, 2007) 

validFrom (5, 2010) 

validFrom (6, 2006) 

validFrom (7, 2008)  

4:      

5: 

6: 

7: 
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Challenge: Temporal Knowledge 

for all people in Wikipedia (300 000) gather all spouses,  

     incl. divorced & widowed, and corresponding time periods! 

     >95% accuracy, >95% coverage, in one night 

consistency constraints are potentially helpful: 
• functional dependencies:  husband, time   wife 

• inclusion dependencies:  marriedPerson   adultPerson 

• age/time/gender restrictions:  birthdate +   <  marriage  <  divorce 

1) recall: gather temporal scopes for base facts 

2) precision: reason on mutual consistency 



Difficult Dating 



(Even More Difficult)  Implicit Dating 
 

explicit dates vs. 

implicit dates relative to other dates 



(Even More Difficult)  Relative Dating 
 vague dates  

relative dates 

narrative text 

relative order 



Framework for T-Fact Extraction 
 (Y. Wang et al.: EDBT’10, X. Ling et al.: AAAI’10, Y. Wang et al.: CIKM’11) 

1) represent temporal scopes of facts 

 in the presence of incompleteness and uncertainty 

     

2)  gather & filter candidates for t-facts: 

    extract base facts R(e1, e2) first; then 

     focus on sentences with e1, e2 and date or temporal phrase  

3) aggregate & reconcile evidence from observations 

4)  reason on joint constraints about facts and time scopes 



Joint Reasoning on Facts and T-Facts 
 

  X, Y, Z, T1, T2: 

 m(X,Y)  m(X,Z)   

 validTime(m(X,Y),T1)  validTime(m(X,Z),T2)  

          overlaps(T1, T2) 

constraint: 

marriedTo (m) is an injective function at any given point 

Combine & reconcile t-scopes across different facts 

after grounding: 

m(Carla, Nicolas)  m(Cecilia, Nicolas)  

   overlaps ([2008,2010], [1996,2007]) 

m(Carla, Nicolas)  m(Carla, Benjamin)  

   overlaps ([2008,2010], [2009,2011]) 

m(Ca,Nic)  

m(Ce,Nic)  

false 

m(Ca,Nic)  

m(Ca,Ben)  

true 

(M. Theobald et al.: MUD’10, M. Dylla et al.: BTW’11) 



Joint Reasoning on Facts and T-Facts 
 

time 

m(Ca, Ben) 

m(Ca, Nic) 

m(Ce, Nic) 

m(Ca, Mi) 

m(Ce, Mi) 

Conflict graph: 

m(Ca, Ben) 

[2009,2011] 

m(Ca, Nic) 

[2008,2010] 

m(Ce, Nic) 

[1996,2007] 

m(Ca, Mi) 

[2004,2008] 

m(Ce, Mi) 

[1998,2005] 

Find maximal 

independent set: 

     subset of nodes 

     w/o adjacent pairs 

with (evidence-) 

weighted nodes 



Joint Reasoning on Facts and T-Facts 
 

time 

m(Ca, Ben) 

m(Ca, Nic) 

m(Ce, Nic) 

m(Ca, Mi) 

m(Ce, Mi) 

Conflict graph: 

m(Ca, Ben) 

[2009,2011] 

m(Ca, Nic) 

[2008,2010] 

m(Ce, Nic) 

[1996,2007] 

m(Ca, Mi) 

[2004,2008] 

m(Ce, Mi) 

[1998,2005] 

Find maximal 

independent set: 

     subset of nodes 

     w/o adjacent pairs 

with (evidence-) 

weighted nodes 

100 

20 

80 

30 10 



Joint Reasoning on Facts and T-Facts 
 

time 

m(Ca, Ben) 

m(Ca, Nic) 

m(Ce, Nic) 

m(Ca, Mi) 

m(Ce, Mi) 

alternative approach: 

split t-scopes and reason on  

consistency of t-fact partitions 
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KB Building: Achievements & Challenges 

Entities & Classes 

Relationships 

Temporal Knowledge 

widely open (fertile) research ground: 

• uncertain / incomplete temporal scopes of facts 

• joint reasoning on ER facts and time scopes 

good progress, but many challenges left: 

• recall & precision by patterns & reasoning 

• efficiency & scalability 

• soft rules, hard constraints, richer logics, … 

• open-domain discovery of new relation types 

strong success story, some problems left: 

• large taxonomies of classes with individual entities 

• long tail calls for new methods 

• entity disambiguation remains grand challenge 



Overall Take-Home 

Historic opportunity: 

     revive Cyc vision, make it real & large-scale ! 

challenging, but high pay-off 

Explore & exploit synergies between 

     semantic, statistical, & social Web methods: 

statistical evidence + logical consistency ! 

For DB / AI / IR / NLP / Web researchers: 

• efficiency & scalability 

• constraints & reasoning 

• killer app for uncertain data management (prob. DB) 

• search & ranking for RDF + text 

• text (& speech) disambiguation 

• knowledge-base life-cycle: growth & maintenance 
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