
“las vegas”

An efficient algorithm to generate 
Search Shortcuts



“gambling places”

“bellagio hotel”

“caesars palace”



“las vegas”

Last query of the session:
click on (at least) one result

“satisfactory” session



Rank (log)

%
 s

at
is

fa
ct

or
y



Rank	
  (log)

%
	
  sa

-s
fa
ct
or
y

64% o f u s e r s h a s 
c l icked on at 
least one result 
on the last query



“las vegas”

use as suggestion: final query
from other “satisfactory” sessions



5 minutes 
each session



caesars palace

las vegas
gambling places
hotels pool
las vegas casino

“las vegas hotels”

1. caesars palace

las vegas gambling 
places hotels pool 
las vegas casino

caesars palace



caesars palace

las vegas
gambling places
hotels pool
las vegas casino

“poker gambling”

1. caesars palace

caesars palace

las vegas poker
las vegas hotels
caesars casino

las vegas poker
las vegas hotels
caesars casino

caesars palace

las vegas gambling 
places hotels pool 
las vegas casino

las vegas gambling 
places hotels pool 
las vegas casino

caesars palace



CHAPTER 4. SEARCH SHORTCUTS: OUR SHORTCUTS GENERATION
METHOD

more weight, and thus have their rank raised with respect to less popular final

queries.

The resulting weighting formula is a linear combination of the BM25 score

and the frequency of the suggestion; the rank value for the generic qfi recom-

mendation in relation to ⇤ , defined above in section 4 as the concatenation of

the terms appearing in the head of the current search session, is computed as

following:

w(⇤, qfi) = � ·BM25(⇤, qfi) + ⇥ · freq(qfi)

Notice that both BM25 rank and frequency are normalized values, so

w(⇤, qfi) domain is defined by the range (0..2].

In our experimental settings we used � = ⇥ = 1, giving the same em-

phasis to both the parameters; obviously, further tests aimed to find the best

values of � and ⇥ coefficients in the above formula could be performed in fu-

ture, giving thus more or less importance, respectively, to BM25 ranking or

frequency-based ranking.
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Figure 2: A portion of the query flow graph using
the weighting scheme based on relative frequencies,
described on Section 4.

Let f(s, q) and f(q, t) indicate the number of times query q
is the first and last query of a session, respectively.

The weight we use is:

w′(q, q′) =

{
f(q,q′)

f(q) if (w(q, q′) > θ) ∨ (q = s) ∨ (q = t)

0 otherwise,

which uses the chaining probabilities w(q, q′) basically to
discard pairs that have a probability of less than θ to be
part of the same chain.

By construction, the sum of the weights of the edges go-
ing out from each node is equal to 1. The result of such a
normalization can be viewed as the transition matrix P of a
Markov chain.

In Figure 2 we show a small snapshot of the query flow
graph we produce with this weighting scheme. This contains
the query “barcelona” and some of its followers up to a
depth of 2, selected in decreasing order of count. Also the
terminal node t is present in the figure. Note that the sum of
outgoing edges from each node does not reach 1 just because
not all outgoing edges (and relative destination nodes) are
reported.

5. FINDING CHAINS
In this section we describe our first application of the

query-flow graph: finding chains of queries in user sessions.
As we have already mentioned, finding chains is a very im-
portant problem as it allows improving query-log analysis,
user profiling, mining user behavior, and more. For this
application we use the first weighing scheme described in
Section 4 based on chaining probabilities.

The problem we consider is the following. We are given a
supersession S = 〈q1, q2, . . . , qk〉 of one particular user. We

are also given the query-flow graph, which has been com-
puted with the sessions of S as part of its input. The chain-
finding problem can also be defined in the case that the
sessions of S have not participated in the construction of
the query-flow graph. However, in this paper we focus on
the former case and we leave the latter for future work.

One of the challenges of the problem we consider arises
from our definition of chains: we allow chains not to be con-
secutive in the supersession S; in other words, the super-
session S may contain many intertwined chains such as the
ones shown in the Table 1. Previous work has mostly focused
on the case where all chains are consecutive.

Chain #1 Chain #2

. . . . . .
football results january 2nd pointui forum
royal carribean cruises audi ipswich
holidays golfers elbow
motherwell football club cox ipswich
... ...

Table 1: Two fragments from actual sessions con-
taining non-consecutive chains.

The chain-finding problem can be formalized as follows:
let us define a chain cover of S = 〈q1, q2, . . . qk〉 as a par-
tition of the set {1, . . . , k} into subsets C1, . . . , Ch. Each
set Cu = {iu1 < · · · < iu!u

} is thought of as a chain Cu =
〈s, qiu

1
, . . . , qiu

!u
, t〉, that is associated the probability
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)P (qiu
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2
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, qiu

!u
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and we want to find a chain cover maximizing P (C1) . . . P (Ch).
When a query appears more than once, “duplicate” nodes

for that query are added to the formulation, which makes the
description of the algorithm slightly more complicated than
what is presented here. For simplicity of the presentation we
omit the details related to queries appearing more than once
below, which are not fundamental to the understanding of
the algorithm.

We separate this problem into two subproblems: session
reordering and session breaking. The session reordering prob-
lem is to ensure that all the queries belonging to the same
search mission are consecutive. Then, the session breaking
problem is much easier as it only needs to deal with non-
intertwined chains.

5.1 Session re-ordering by ATSP
We formulate the session re-ordering problem as an in-

stance of the Assymmetric Traveler Salesman Problem (ATSP).
Let w(q, q′) be a weight defined as a chaining probability
from Section 4. Given the session S = 〈q1, q2, . . . qk〉, con-
sider a directed weighted graph GS = (V, E, h) with nodes
V = {s, q1, . . . , qk, t}, edges E and edge weights h defined
as h(qi, qj) = − log w(qi, qj) . An edge (qi, qj) exists in E if
w(qi, qj) > 0.

An optimal ordering is a permutation π of 〈1, 2, . . . k〉 that
maximizes

k−1∏

i=1

w(qπ(i), qπ(i+1)).

This is equivalent to finding a Hamiltonian path of minimum
weight in this graph.
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“dinosaurs”

(TREC query no. 14)

1. Go to the Discovery Channel’s dinosaur site, which has 
pictures of dinosaurs and games.

2. I’m looking for free pictures of dinosaurs.

3. I want to find pictures of dinosaurs that I can color in, as in a 
coloring book.

4. I’m looking for a list of all (or many of) the different kinds of 
dinosaurs, with pictures

5. Take me to the homepage for the BBC series, “Walking with 
Dinosaurs”



“dinosaurs”

(Search Shorctuts suggestions)

1.dinosaur pictures
2.dinosaur worksheets
3.dinosaur games
4.all about dinosaurs
5.walking with dinosaurs
6.poetry dinosaurs
7.dinosaur clip art
8.trooden dinosaurs
9.dinosaurs list

10.tyrannosaurus dinosaur

80%
topic coverage

“I’m looking for free pictures of 
dinosaurs.” (sub-topic 2)

“I want to find pictures of dinosaurs 
that I can color in, as in a coloring 
book.” (sub-topic 3)

“I’m looking for a list of all (or 
many of) the different kinds of 
dinosaurs, with pictures.” (sub-topic 4)

“Take me to the homepage for the 
BBC s e r i e s , ‘ Wa l k i n g w i t h 
Dinosaurs’.” (sub-topic 5)
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“map of the united states”

(TREC query no. 13)

1.map of united states
2.blank map of the united states
3.map of united states of america
4.united states maps
5.outline map of the united states
6.united states of america map
7.printable united states map
8.united states region map
9.political map of the united states

10.updated wrestling news

9/10
related suggestions

(Search Shorctuts suggestions)



AVERAGE
PRECISION 
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9.52
4.72
2.46
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